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Abstract

E!cient clustering method can competently scale down the energy consumption of sensor nodes (SNs) in wireless sensor
networks (WSNs). Selection of the best-suited SNs for the role of cluster heads (CHs) can lead to e"ective clustering process.
In past few decades, a number of clustering protocols have been designed to handle these issues in distributed-WSNs. How
ever, most of these employed estimation/randomized algorithms for CH selection due to lack of globalized energy awareness
problem in distributed WSNs. This paper resolves the problem by using prdgodazkd Intelligent CH election based on
Bacterial foraging optimization algorithm (M-ICHBWhich searches actual higher residual energy SNs for CH selection in
distributed WSNs. M-ICHB algorithm does not require any estimation/randomized algorithms during CH selection process,
which resolves the issue of energy unawareness problem in the WSN. Moreover in general, most of the existing clustering
algorithms have been designed either for homogeneous or heterogeneous WSNs. However in contrary, proposed M-ICHB
algorithm is designed for both homogeneous as well as heterogeneous WSNs in this paper. Furthermore, in many critical
applications i.e., military surveillance, tralc management, natural disaster forecasting and structural health monitoring;
reliability of data from each SN is the most crucial aspect. In this prospect, elongated stability region (from the network
initiation till Prst node dies) of the network is the prime necessity. For this, we have applied proposed M-ICHB algorithm
on conventional stability based clustering protocols i.e., LEACH, SEP and DEEC and pridpli3d& based stable pro

tocolsviz MILEACH, MIrLEACH, MISEP and MIDEEC protocols. Simulation results conbrm that proposed MILEACH,
MIrLEACH, MISEP and MIDEEC protocols are capable in searching actual higher residual energy nodes for CH selection
without using any estimation/randomized algorithm, while maintaining distributive nature of WSNs. Moreover, these o"er
better stability region, stable CH selection in each round and higher number of packets reception at base station (BS) in
comparison to LEACH, SEP and DEEC protocols. Further, MILEACH and MIrLEACH improve the stability region by 53
and 58% and number of packets received at BS by 91 and 97% respectively in comparison to LEACH. Furthermore, MISEP
and MIDEEC improve 52 and 21% in stability region and 82 and 188% in number of packets received at BS in comparison
to SEP and DEEC protocols.

KeywordsWireless sensor networks#a Clustering#a Network lifetime#a Stability region#a ICHB algorithm#4 Bacterial foragil
optimization algorithm

1 Introduction

Past few years have witnessed great technological advance
ments in the peld of very-large-scale-integrated (VLSI)
circuits, micro-electro-mechanical systems (MEMS) and
hardware of battery operated devices. This endowed the
development of low-powered, tiny-size battery embodied
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environment, computational processing on local data anggmaragdakis et##004 Qing et#al2006 Sharma and
communication capabilities for data transmission wirelesslgharma2016. In this paper, we have proposed algorithms
(Anastasi et#a2009. considering for both homogeneous as well as heterogeneous
Hundreds or thousands of such SNs, when deployed metwork models.
unstructured infrastructure for monitoring in a particular All potential clustering protocols can be categorized
area, comprise a wireless sensor network (WSN). These Sigo centralized or distributed WSN models. In centralized
are expertised to conduct their tasks for prolonged period ofiodels, main events i.e., clustering procedure, network
time in hostile, challenging and extremely sensitive envipartitioning, searching CHs or Pnalizing optimal number
ronments; where there is a limited access to human beingd. CHs are controlled by a powerful node like BS. How
WSNs are immensely demanding in critical applicationgver, this approach has some serious Raws i.e., knowledge
such as military or battlebeld surveillance, target trackingequirement of whole network, nodesO energy awareness to
tralc management and monitoring, natural disaster forecastthe powerful node, failure of the powerful node can poten
ing, environmental monitoring and structural health monitially shut down whole network drastically, scalability issues
toring (Akyildiz et#al2002 Singh et#aR017). in large networks etc. Notably resolving these issues com
With the fact that each SN is bestowed with limited powepetently, distributed WSN models have gained much more
resource, the lifetime of WSN is limited. This gives birth topopularity in network modelling (Qing et#a0D06 Afsar
the prime necessity of designing energy elcient protocolset#al2014). However due to nodesO energy unawareness
that can prolong each individual SNOs lifetime in the neproblem in distributed model, most of the protocols have
work. In this context, clustering procedures play a key role ito use some kind of estimation/randomized algorithms for
designing such elcient protocols. In clustering approacheselecting CHs, which still indicates a major scope of rePne
organizing these SNs into small sub-groups to form-clugnent in this model.
ters in the network have been widely practiced and appreci In recent years, use of meta-heuristic optimization-algo
ated by the research community in past two decades. Eadthms has signibcantly attracted many researchers because
cluster is governed by a cluster head (CH) that works a¥f their capabilities to Pnd optimum solution and resolving
an intermediate node for communication and data transmisomplex uncertainties in any domain (Adnan e@@l4).
sion between SNs and base station (BS). Proper clusterifiyen in WSN Peld, these algorithms are able to generate
procedure provides benebts in maintaining energy elcienprobcient solutions i.e., better routing path, proper cover
consumption among SNs in the network. Instead of wastingge, fault-tolerant networks, formation of optimal number
energy in direct communication to the BS, SNs send theof clusters and designing energy elcient networks. Opti
sensed data to their CHs that combine these data packetiation techniques such as particle swarm optimization
into a meaningful information by applying some mathemati(PSO) (Kennedy and Eberhar®95), bacterial foraging
cal operations such as aggregation, fusion etc. and furtheptimization algorithm (BFOA) (Passir&®02, ant colony
forward these packets to the BS through multi-hop or direaptimization (ACO) (Dorigo and Di Cart099 and artilP
communication. This process saves a huge amount of energgl bee colony (ABC) (Karaboga and Bast@®07) etc.
dissipation of each SN, reduces excessive message ferwahdve handled such issues competently and produced better
ing towards the BS and retains network alive for longer timeresults in comparison to conventional algorithms. Numerous
span (Heinzelman et#a00Q Mhatre and Rosenbef®04  clustering protocols have been designed based on these opti
Afsar et#al2014). mization algorithms, where most of these follow centralized
In past recent years, various energy e!cient protocolsapproach. Notably, clustering algorithms with centralized
have been designed for either homogeneous or heteroggproach have scalability issues (Zungeru ex@aP Afsar
neous networks. Conventionally, homogeneous networket#al2014). With this fact, designing a meta-heuristic based
comprise of SNs possessing same energy resources at thastering algorithms with distributed approach showed
beginning of network whereas in heterogeneous networkgreater conbdence in providing better solution to the WSNSs.
SNs are equipped with varying energy resources. A homo Reliability of data is a very crucial aspect in many appli
geneous model is a special kind of WSN possessing sarnations i.e., military surveillance, tralc management, natu
energy resources by each SN at the beginning but later tramal disaster forecasting and structural health monitoring.
forms into heterogeneous model once the network executds.this context, data must be propagated from each SN for
Because each SN cannot dissipate same amount of eneglonged period of network execution. Moreover, elcient
resource due to radio communication characteristics, -occurlustering protocols must o"er maximum stability region
rence of random events or morphological characteristics ¢from network initiation till Prst node dies) to satisfy such
the network beld. Notably, it shows a great challenge tcequirements. If network is e!ciently designed, all SNs
design energy elcient protocols which can probcientlymay last approximately for same span in the network, in
work for both homogeneous and heterogeneous networkshers words all SNs may die at the same time (Qing et#al.
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2006. The well-known clustering protocols which work oninto two kinds of WSNs, i.e., homogeneous WSNs and
the stability region are LEACH (Heinzelman et28l00, heterogeneous WSNs (Qing et2406).
SEP (Smaragdakis et#004) and DEEC (Qing et#al006 Initially, clustering protocols have been designed for
and referred as stability based clustering algorithms. Meamomogeneous networks such as LEACH (Heinzelman et#al.
while, these also su"er from energy unawareness proble2000, LEACH-C (Heinzelman et#&002 and PEGASIS
of distributed WSNs, due to which the CH selection procesd.indsey and Raghavend2802 etc. LEACH is one of the
in these protocols is on the basis of estimation/randomizeshrliest and renowned distributed clustering protocols in
algorithms. WSNSs. LEACH evolves distributed dynamic selection of
In this paper firstly, we propose Modified ICHB CHSs based on random probabilistic approach and permits
(M-ICHB) algorithm, an extension of one of the recent bio-uniformity for each SN to become CH in varying rounds.
inspired technique i.e., Intelligent CH election based ohEACH operates in two phases: (1) set-up phase and (2)
BFOA (ICHB) algorithm (Gupta and Sharrd@l7. Here, steady-state phase. In the set-up phase, all SNs partici
we employ M-ICHB algorithm with distributed approach pate in the process of cluster formation, where each SN is
on stability based clustering algorithms to provide solutiorallowed to choose a randomized value between 0 and 1.
to energy unawareness problem of distributed WSN-modased on elected value, each SN decides to become CH for
els. Furthermore, by applying M-ICHB algorithm, we arethe current round and executes cluster formation phase in
able to identify the best SNs (in terms of energy) in théhe network. This decision is inBuenced by various factors
network, which may behave as CHs and generate an oplike predetermined fraction of SNs, number of times a SN
mal set of CHs covering whole network beld e"ectively.elected as CH and threshold value. Once the clusters are
This improves the design of stability based clustering proformed, steady-state phase starts, where each SN senses
tocols, while maintaining the distributed nature of WSNsits environment and transmits data to the CH. On receiving
Secondlywe have observed that the most of the existinghese data packets, CHs aggregate them and send to the BS
clustering techniques have been designed for either homdirectly in single-hop. However, LEACH has some major
geneous or heterogeneous networks. However, our M-ICH&8awbacks. First, due to probability based CH selection,
based clustering approach is well-suited for both kind ofion-eligible CH nodes are elected all through di"erent
networks Thirdly, employing proposed M-ICHB algorithm rounds that put adverse e"ect on network lifetime. Second,
on LEACH, SEP and DEEC protocols results in proposedonsidering no energy parameter, lower energy SNs are
M-ICHB based stable protocal®., M-ICHB based LEACH equally eligible for CH selection that makes network-inef
(MILEACH) protocol, M-ICHB based refined LEACH bcient. Third, due to equal weightage CH election scheme,
(MIrLEACH) protocol, M-ICHB based SEP (MISEP) no CH is selected for many rounds especially in later half
protocol and M-ICHB based DEEC (MIDEEC) protocol. of network execution. In addition, no data is sent to the BS
These protocols are featured with improved clustering praluring these rounds which makes it highly vulnerable for
cedures, capable in searching actual higher residual eneriine-critical applications, where continuous data reception
nodes for CH selection without using estimation/randomizeftom network is utmost essential.
algorithms, fully distributive in nature, provide elongated A number of rePnements have been reported by various
stability region, maintain stable CH selection in each rounduthors to resolve these shortcomings of LEACH. In Hein
and allow higher number of packets reception at the BS ipelman et#al2002), authors proposed LEACH-C based
comparison to LEACH, SEP and DEEC protocols. on centralized approach for CH selection by BS itself. In
Rest of the paper is arranged as follows: Segivés a this approach, residual energy of each SN and its location
brief about related work. Secti@ekplains network model was sent to the BS. Based on received information, BS
required for our work. Sectioh#xplains proposed work that excluded lower residual energy SNs for CH selection pro
includes M-ICHB algorithm and M-ICHB based stable-pro cedure. However due to centralized approach, LEACH-C
tocols. In Sects we describe the simulation based resultgprotocol had scalability issues. In LEACH-M (Mhatre and
and discussions of proposed M-ICHB based stable protiRosenber@2004), a multi-hop scheme was proposed to
cols in comparison to conventional stability based clusteringvestigate the performance of LEACH under single-hop
algorithms and at last, in Se6twe conclude the paper. versus multi-hop communication. In Lindsey and Raghav
endra 2002, authors proposed PEGASIS, which is an
extension of LEACH. Here, SNs were structured into a
2 Related work chain. Each SN can only communicate to its neighbor node
in chain. Using chain, all SNs transmitted their data via
In past two decades, number of clustering protocols havesighboring nodes to one leader node, which further-prop
been proposed by various authors with elcient results inagated data to the BS. The energy consumption of SNs in
diverse WSNOs domain. These protocols are categoriZRBEGASIS was lower as compared to LEACH, however
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data delay was much higher. With this fact, it is not-suitand provided better stable region in the network. Tao et#al.
able for large-sized networks. (2019 proposed EESSC protocol that worked on clustering
In last decade, number of clustering protocols have begmocess using special packet based on updates of each sensor
designed for heterogeneous WSNs. SEP (Smaragdakis etftatdeOs residual energy during data transmission in the net
20049 is one of the earliest heterogeneous clustering pravork. Lin et#al.Z015 proposed an energy e!cient clustering
tocols based on LEACH which debnes two level of nhodeapproach by partitioning a large scale WSN into fan-shaped
heterogeneity in terms of energy. Implementing two energglusters. Salim and Osamg(Q(15 proposed a chain based
levels, SNs are classibed in normal and advanced nodesuting algorithm using compression and data aggregation
A fraction of m SNs consisting times more energy than techniques. By applying this procedure, authors tried to pro
normal nodes is debPned as advanced nodes. Consequentige even energy consumption among SNs, minimized data
advanced nodes are more desirable to become CHs in cotralc in the network and prolonged the lifetime of WSNs.
parison to normal nodes due to their enhanced energy level. Numerous clustering and routing protocols have been
SEP provides better stability region in the network as-condesigned by various authors using diverse meta-heuristic
pared to LEACH. However, SEP su"ers from same proboptimization algorithms that enhanced the performance of
lems of LEACH. First, considering no energy parametergonventional protocols and provided the elcient results in
lower energy SNs are equally eligible for CH selection: Seche beld of WSNs. Selvakennedy et#200() discussed a
ond, due to equal weightage CH election scheme, no CH tiseta-heuristics clustering protocol T-ANT based on ACO
selected for many rounds especially in later half of networko determine optimal number of CHs and e!cient cluster
execution same as LEACH. Third, SEP is not applicable fang procedure in the WSN. Ziyadi et#&009 discussed
multi-level heterogeneous model because it is specibcalfn energy-aware clustering protocol ACO-C that used cost
designed for two-level heterogeneous WSNSs. functions at BS to distribute and minimize the cost involving
InBuencing heterogeneity in LEACH, DEEC (Qing et#alin long distance transmission and data aggregation among
2006 is based on referential residual energy of each SSBNs. Karaboga et#aP(12 proposed an energy elcient
instead of providing pre-determined chance in rotatinglustering technique based on artibcial bee colony-algo
epoch for CH selection. DEEC uses the probability ratio ofithm to extend the lifetime of WSNs. Sahoo et#24116
each SNOs residual energy and estimated average energgroposed TRUST model with honey bee mating algorithm
network for CH selection. DEEC provides better longevityin prevention of malicious nodes to become CHs. This
to stability region in the network as compared to LEACHapproach showed more secure and elcient clustering results
and SEP. Nevertheless, DEEC has some weaknesses. FirstWWSNs. Mohajerani and GharaviaR0(6 discussed
DEEC uses a particular algorithm to estimate the ideal net TAWSN routing algorithm based on ACO. In this, a new
work lifetime required to compute the estimated residugbarameter based on pheromone update was introduced,
energy of each SN. Second, it requires estimation of averagéich helped to reduce the energy consumption of SNs in
energy of network to compute the probability for CH selecthe network. Ni et#al2Q17 proposed a multi-swarm PSO
tion. Although accurate estimation of network lifetime andoased on dynamic deployment strategy of SNs to enhance
average energy of network are not possible in actual deplothe network performance in terms of better coverage and
ment scenario due to radio communication characteristickgwer energy consumption rate.
occurrence of random events or morphological charaeteris BFOA (Passin@0032 is one of the emerging meta-heuris
tics of network beld. These shortcomings of DEEC providécs algorithms in the peld of WSNSs. It is inspired by social
inelcient results in real deployment of WSNs. behavior of bacteria which is based on searching nutrient
Zhou et#al.2010 proposed EDFCM a stable selectiongradient in the network beld. In Li et#aD10, authors pro
and reliable transmission based protocol for two-level heterposed a Low Energy Intelligent Clustering Protocol (LEICP),
geneous WSNs using residual energy and energy consumablfeimprovement on LEACH based on positioning of CHs by
rate metrics of all SNs. EDFCM used a brst-order energyeans of BFOA. Gaba et#&#011) discussed a technique
consumable forecast for energy consumption model durinigr Pnding optimal coordinates for SN deployment in WSN
CH selection. For this, it required average energy consumpy applying BFOA. Pitchaimanickam and Radhakrishnan
tion approximation of next round and whole network-life (2013 discussed BFA-LEACH-C, a CH selection scheme
time, which was hard to predict and may result in deviatedased on BFOA and showed improved results in comparison
outcomes. Liu et#al2Q12 proposed DEECIC clustering to LEACH-C. However, brstly, the procedure used by BFA-
protocol based on improved coverage, assignment of unigl&EACH-C in implementing BFOA involved more time and
ID to each SN and periodically updated CH according tiigh complexities in its execution. Secondly, it was imple
the nodesO residual energy and distribution informatiomented with centralized approach which causes the scalability
SEARCH (Wang et#&015 o"ered a semi-centralized CH issues. Recently, Gupta and Shar2@l{) presented ICHB
selection procedure by modifying threshold value of each Shlgorithm for searching better CH nodes (in terms of residual
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energy) in WSNs by simplifying BFOA to a great extent.In multi-level heterogeneity model, each SN is equipped
ICHB algorithm probciently reduced the complex function with varying initial energy level under the close-set&f, [
ing of BFOA for WSN and minimized the time complexity Eq(1 + ! ,,)], whereE, dePnes the lower boundary limit
involved in it. Authors had implemented ICHB algorithm for and parameter,,,, (i.e.,! 5, IS cOnstant and,,,, > C) helps
Optimized HEED protocols and showed competent resulis determining maximal value of energy. At the beginning
in increasing the lifetime of WSNs. In this paper, we extenof network, each SI¥; is assigned with initial energy of
ICHB algorithm to propose M-ICHB algorithm for improv Ey(1+ !;). It shows that SN has:; times more energy
ing stability based clustering protocols i.e., LEACH, SEP anwvith respect to lower boundary limit &f. Considering the
DEEC to overcome their shortcomings. assignment of initial energy levels for di"erent types of SNs
in multi-level heterogeneity, total initial energy of the-net

work (Qing et#aR006 is given by,
3 Network model (Qing § is given by

IN IN
This section explains network modeling assumptions requirdgo; ,..,=  Eo(1+!) = E(N+ 1)) )
by proposed M-ICHB based stable protocols for both homo i=1 i=1
geneous as well as heterogeneous networks.
3.1 Homogeneous network model 4 Proposed work

Here, we outline the assumption for homogeneous WSNesigning a network architecture aimed to collect data from
model. For our workN number of SNs are deployed uni 5 (arget domairly number of tiny sized SNs are dispersed
formly in M M square Peld. All SNs are stationary afteriy 5 square network beld. At the beginning of network, BS
the deployment. Each SN consists a unique identiPcatiqf}y54casts HELLO beacon message expected by each SN
number (IDN). Being unequipped with global positioningki,(lg i1 N)in the network. Furthermore HELL O, gighno
system (GPS) antenna, all SNs are location un-aware. Eaglicon message is propagated by each SN in its communi
SN is equipped with same energy lelight the beginning of  4ion range. By means of these beacon message exchange,

network. Each SN has similar sensing, processing and commyb o, s is able to diagnose its distance from BS and-neigh
nication capabilities. Once deployed in network, SNs are 'eEoring nodes in its proximity.

unattended and there is no provision to recharge their batteries. set of cluster headi.,, has been identibed for each

Maintaining general standards, BS is situated in the midst 9§ ,nq during cluster formation phase covering whole net
the WSN Peld and have adequate resources in terms of enejgiyk peld using propose-ICHB algorithmin each of

and computations. the designed-ICHB based stable protocglgiscussed in
Sects4.1and4.2respectively.
3.2 Heterogeneous network model There is a restriction that each SN can become a part of
) ) ) maximum one cluster administered by a cluster I@&4dd
Here we describe the assumptions required for two-level aqg | j1 S nearestto it. After cluster formation phase for
multi-level heterogeneous model used in WSN. a particular round; data sensing, collection and forwarding

In two-level heterogeneity model, two types of SNS i.€.pnase is initiated in the network. Here, each SN is allowed to
normal nodes and advanced nodes are deployed in the nglpse ts surroundings (i.e., for humidity, temperature, vibra
work beld. SNs equipped with initial enerfyare said to be  tjo etc.), collects the data and forwards it to the respective
normal nodes, whereas SNs with initial energi(dl+ 1) cHs. After reception of data packets, CHs use automated
are labeled as advanced nodes. With fraction,@fdvanced ,ethod of combining or aggregating the raw data into a

nodes own times more energy than normal nodes. Thereforgn e aningful information and forward it to the BS directly in
WSN hasnNnumber of advanced nodes gbdl mN num gingle-hop transmission. Eventually, whole network infor

ber of normal nodes respectively. Considering the assignmegtyiion is with the BS for data analysis and decision-making
of initial energy levels of di"erent types of SNs, total initial purpose.

energy of two-level heterogeneous network is given inBg. (- Notably, M-ICHB based stable protocols consist of two
It shows that this specibc network type consistSmes more jitferent categories of protocols i.e., for homogeneous

energy level and virtuallyn more SNs than homogeneousysns and heterogeneous WSNs. For homogeneous net

WSNs (Qing et#a2008. works, M-ICHB based stable protocols include MILEACH
and MIrLEACH protocols whereas for heterogeneous net
=(1! " " !
Blotugeer =(11 MN™ B+ MN™ Bo(1+1) 1) works, it includes MISEP and MIDEEC protocols. The eom
=(1+! " mN" E, plete Bowchart of proposed protocols is described inlFig.#
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e Generation of optimum number of
bacteria in network, | B [ i it |

e Formation of optimal number of ! Heterogeneous Network
clusters and, :
e Defining searching radius R |
to achieve maximum stability region |
in the network :
|
|
|
|

|
! I
0! I
1! I
I : I
|
LEACH i SEP DEEC |

|
| |
! I
0! I
I : I
M-ICHB algorithm X ) : " 3 Y :
ICHB algorithm \43 (Proposed in —y—l—b{-a ) ,—»(-9 ’—H-e "
|

Sect. 4.1) : : ! :
| ! |
: v : : ¥ N :
I MILEACH I : MISEP MIDEEC !
: (Proposed in Sect. 4.2.1) : ) (Proposed in Sect. 4.2.2) (Proposed in Sect. 4.2.2) :
| I ! |
| | |

SNs nearby BS

directly send
their data to BS

MIrLEACH
(Proposed in Sect. 4.2.1)

Fig.1 Complete Rowchart of proposed protocols

4.1 Modibed ICHB (M-ICHB) algorithm nutrient concentration (i.e., better energy cost node) in the
network.

In M-ICHB algorithm, we extend the capabilities of ICHB  In primary phase, initialize the location of each bacte

algorithm (Gupta and Sharn2@17) in searching better CH rium L(g) = {! ®(g)!b= 1,2,E ,P} in populationP atg-th

nodes for generating better stability region in the WSNs. ithemotactic stefe(b,#) indicates the energy cost function

is applicable on both homogeneous as well as heterogene@m@gresponding to the SN at whith(g) bacterium is posi

networks while maintaining the distributed nature of WSNstioned. NotablyE is termed both asutrient function(in

SNs with higher residual energy are searched by M-ICHBiological prospect) as well @nergy cost functio(in optk-

algorithm, which work as CH nodes in the network. mization based theory).

M-ICHB algorithm is based on Bacterial Foraging Opti  Underchemotaxis procedur#l-ICHB algorithm requires
mization Algorithm (BFOA) (Passin2002. It works on  only one modswimthat helps in shifting the population of
swarm intelligence oEscherichia coli(E. coli) bacteria. artibcialE. colibacteria on di"erent SNs one after another
This technique relies on the computational modeling of reah a concerned specibc region. It works for searching better
bacterium movement. Being capable in movement using teenergy cost nodes which may behave as CHs for current
sile Bagellak. coli bacterium swims from lower to higher round in the network.
nutrient level in search of better nutrient concentration. With In the beginning of each round, SNs apply probability
this fact, BFOA has excellent capabilities to discover globaBACT, for initiating a population of bacterRrandomly
optimum value in any domain, which makes it reliable inn the network peld.

place of conventional searching algorithms. The position of each bacterium is characterized by Gupta
and Sharma2017),
1°(g) =" "(IDN) @)

4.1.1 M-ICHB algorithm mode ofloperation
where,{b = 1,2E ,P} indicatesb-th bacterium ag-th

Using M-ICHB algorithm, our prime motive is to identify chemotactic step arid® symbolizes the IDN of that SN at
the better energy cost nodeg) , where! represents the Whichb-th bacterium resides.
IDN of each SN in the network. In evolution of this algo  After initiation of bacteria in network, random vector

rithm, we requircchemotaxisnode of operation (Passino ! (P) corresponding to eadhth bacterium is procreated
2002, where artibcial bacterium (i.e., a kind of controlcontaining the IDNs of SNs i.€.,., (IDN) that fall under

message) shifts from one SN to another in search of highlite searching radiug of ! ® SN at whichb-th bacterium
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is initialized andrv = 1,2,E ,n} symbolizes total num However, if the clusters are not constructed in optimal way,
ber of SNs in random vectbb). The movement of each total energy consumption increases exponentially, which
bacterium undeg-th chemotactic step is shown as (Guptanegatively a"ects the network lifetime. FiguPeghows an

and Sharm&017), instance of cluster formation in a specibc round for SEP
and DEEC. Here, it can be seen that many clusters are hav
I°%g+1)=[" P, (IDN)'® (4) ing large cluster size (in terms of area). With this e"ect,

many SNs have to send their data to distant located CHs
where,! ? , signiPes shifting ob-th bacterium on other (marked in red). Due to which energy dissipation by each
SNs{rv + 1,E ,n} in random vector (b). individual SN becomes too high that puts a great negative
In each random vectoi(b), bacteriumb moves from one  jmpact on network stability region. Moreover, less number
SN to another in search of better energy node, stores t3e cHs also cause large cluster size (in terms of density),
energy cosE(b,#) of last visited SN in variablB,g along  \yhich put additional workload of data processing on few
with its IDN value undeg-th chemotactic step. If bacterium o sch CHs. This becomes a crucial aspect for fast energy
identibes the better cost node, it updates the current Va|Ued?§sipation by such CHs, which arises the condition of early
Eias With E(b, g + 1) and stores its IDN value. Else, it moves jeath of these CHs, which leave network unstable.-How

on next SN in random vectb(b) for further search. ever, use of higher number of clusters in network can easily
) ) resolve these problems.
4.1.2 M-ICHB algorithm parameters metric for!lWSNs Let us assume an areaMfl M square region with uni

) _ ) formly distributedN number of SNs and BS is placed at center
Let us outline the various parameters metric necessary fgf the peld for simplicity. The optimal number of clustggs

the implementation of M-ICHB algorithnf denotes the  can pe obtained by (Amini et#2012 Kumar et#aR014),
population of bacteria in WSN Pbeld, signibes required

chemotactic steps§ symbolizes length of swim by each ' 90! N! I

bacterium in a chemotactic step aRdindicates debPned Copt = T T M2
searching radius fob-th bacterium in search of better o Come
residual energy nodes. To attain probcient outcomes, W& ere

. ‘' and: . are referred as amplifying indexes based
have conbgured these parameters conferring to our network b : )
L . ) o on free space and multipath fading channel models. Here,
requisite. Their optimum initialization values for M-ICHB

algorithm are listed in Tablk# the area of square beld is dePnetb@ 100nY; total ng

During searching process, each bacterium swims acrobsr of SNsN are considered as 100 and the value ?ﬁ
every SN in its random vectbi(b) in a chemotactic step. "mp
Due to this, number of chemotactic steps Cg= 1is suf  results 87.7. By employing these values in B}, ¢,y
pcient to complete this process.

Furthermore, the population of bacteFianust be able
to search better energy cost SNs with less complication.
Moreover, maintaining optimal number of clustejgin the 100
network to provide elongated stability region, the conbne
value ofP is considere®.25! N, whereN represents total
number of SNs in the network.

(%)

90
80r

701
4.1.2.1 Optimal number of! clusterormation of optimal
number of clusters,, in the network is an important aspect.

60

501

Yicoordinate

401

Tablel Initialization parameters of M-ICHB algorithm for stable 20l
protocols

201

Parameter description Value
101
Population of bacteriaP) BACTy0p = 0.25! N
Required number of chemotactic stépg 1 % 10 20 0 40 50
Xlcoordinat e
Length of swim(§) Number of SNs in '
random vectol (b)

17m Fig.2 Graphical representation depicting the problem causes due to

S hi f radi
earching area of radi(,) improper number of clusters in the network
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outcomes 17.74 (18). Therefore, the optimal number of
clusters:,, required for our work is considered as 18.

Based on Eq.5), the optimal probability of a SN to
become a CH ,, is as follows,

Copt
! opt = W (6)

Proposed M-ICHB based stable protocols maintait
higher number of clusters with optimal cougy, to get
the probcient stability region as the desired outcome
Figures# and5 show the cluster formation in a specibed
round by proposed protocols for both homogeneous ar
heterogeneous network models. In these bgures, clust
size remains small and no SN is associated to distant C
for data transmission, while maintaining higher number o
clusters in the network. This approach helps in reductio
of energy consumption by each individual SN and CH tc
a great extent which helps to prolong stability region ir.
the network.

Fig.3 Coverage representation of a square beld using hypothetical

4.1.2.2 Defining searching radiy®) To find the opti ~ °¢cles
mal value of searching radil® for each bacterium, the

prime aspect is to define the cluster size of akgae 100 ‘ ‘ ‘ ‘ ‘ ‘ N ‘
with its radiusR, . Once these values are finalized, | N\ i
the searching radiuB, of each bacterium can be easily g St Y
identified. Z\@ f

Considering the area ™ ! M square beld with BS at 70F
center. Notably, a set of optimal number of clustggsis ol %
required to coveN number of SNs deployed in the net cencor
work peld. For this, assume a hypothetical circle (inne § %/ e
circle) with radiusR keeping BS at center touching the > ,|

periphery of square beld as shown in HBgEhe area of ﬂ “1*
hypothetical inner circlé\¢ is given by, T

e F% 2 o @%;j; @f sl

- il o \ \ \ \ | \ \ \ \
AIC 2 0 10 20 30 40 50 60 70 80 90 100

X!Coordinate

Y!Coordinate

] ] Fig.4 Network clustering by MILEACH protocol in homogeneous
However, the hypothetical circly leaves some area wsN

uncovered, as seen in FRy(#ith dashed area). Consider

another hypothetical circle (outer circle) with radRs:  Figure® shows that hypothetical outer circle covers the
touching the corners of the square Peld. The area ofhypgqyare sensing beld competently for data sensing. With this

thetical outer circléAqc is given by, reason, the total sensing area required to be coveragddby
SIR (Kumar et#aR014).
| | c The optimal number of clustecs, required to cover the
Ao =! M (8)  desired area are calculated by using BqTherefore, the area
2 covered by each clustéy, ., iS given by,
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100

Algorithm 1 ModibpedICHB (M-ICHB) algorithm for

0o >\© 7 WSNs
a0l *\ | (1) Let us initialize parameters P, Cs, S; required for func-
/\degccd tioning of M-ICH B algorithm for W SN.

o odes i (2) To acquire optima | number of clusters copt , originate pop-
ulatio n of bacteria P with probabili ty BA CTy op in WSNSs.

50 \é K/ ;

v |
0 %

(3) Initialize position's of bacteria ! °, {b=1,2,...,P} on few
SNs in sensor network randomly .
r (4) Initialize variable (g = 0) in favor of chemotaxis proce-
dure for bacterial population algorithm. All updates in bac-
“or “Nortmal terial positions! P are inevitably updated in variable L.
a0l Nodes 4 (5) Start chemotaxis loop: g=g+1
by
[ (i) Calculate energy function E(b,g) = e(! °(g)) where e
‘ ‘ ‘ ‘ ‘ ‘ ‘ points to energy cost of that SN where bacterium b re-
0 10 40 50v 60 70 80 90 100 sidesl
XiGoordnate (iii) Store the energy function valuein Epst = E(b,g), since
better value can be bgured out by bacterium bvia run.
Fig.5 Network clustering by MISEP in two-level heterogeneous (iv) Debnethe searching radius Rs for " P SN, at which bac-
WSN terium b is initialized.
(v) Initialize random vector p(b) that can store IDNs of the
SNs i.e, " (ID N) liesin searching radius Rs.
(vi) Durin g swim function:

Aoc (@) Let x =1 (counter required to analyze the num-
Acluster = ——, ber of shifts taken by a bacterium to other SNs in

Copt random vector p(b)).

b (b) Shift, 1 P(g+1)=["r 41 (ID N)JH(®
o M 2) (9) consequences a shift taken by the bacterium b to
cluster ~ 90" N" " next SN ", +1 (ID N) stored in random vector p(b).
fs (c) Determine E(b,g+1)= e(! P(g+ 1)).

7" 1" M2 "mp (d) Whilex! S (loop continuestill all SNs in random
vector p(b) are not considered in search of better
energy cos function)

b x = x +1 (increment in counter)

Using Eq. 0), the e"ective cluster radiuBge Can be B fE(b,g+1)>E st (if Pnds better value)
let, East = E(b,g+1) and

60

Y!Coordinate

(i) A chemotactic step for each bacterium b is specibed un-
derneath, where {b=1,2,...,P} represents number of
bacteria in population.

derived as, let, 1 B(g+1)=["r s1 (ID N)H(®
" 5 updates the E |5t Wwith recently analyzed SN en-
" (M! 5)2 ergy cost function value E, saves its IDN and
Rcluster: v 9% shift s to another SN" 1, +1 (ID N)inrandom vec-
i 90" N" I (10) tor p(b).
D Else, ! P(g+1)= ["n +1 (ID N)JH(®
7n M2 !mp shift s bacterium b to another SN in random vec-
tor p(b).
(vii) Again re-initialize this procedure for bacterium (b+1)
Here, we assume that the square pel®@ 100m with until (b= P), go to step 5(i).
BS at center. The quantity of SNs in the beltllis 10C. g;) Continue above procedure till g < Cs, (i.e., go to step
The value of |_ results 87.7. Equating these values in
Ymp

Eq. (10), cluster radiu$; e COMeS nearby I

Based on calculated value of cluster radi}s,.,, €ach
bacterium searches for better residual energy node in sear
ing area with radiu& = Ry ster

The complete procedure of M-ICHB algorithm is eon
ferred in Algorithm#1.

9&2 M-ICHB based stable protocols

This section describes the proposed M-ICHB based sta
ble protocols viz MILEACH, MIrLEACH, MISEP and
MIDEEC protocols. Here, MILEACH and MIrLEACH pro
tocols are based on homogeneous WSNs, whereas MISEP
and MIDEEC protocols work on heterogeneous WSNs.
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4.2.1 For homogeneous WSNs accordingly. The value,; of higher residual node should
be higher tham .
MILEACH and MIrLEACH protocols : Now we discuss In the beginning of each round, MILEACH and
the CH selection, cluster formation, data collection andMIrLEACH protocols apply M-ICHB algorithm, where
transmission procedures for MILEACH and MIrLEACH a population of bacteriB has been initiated by few SNs
protocols by employing M-ICHB algorithm on LEACH. with probability BACT, (i.e.,0.25! N) in the network.
Both proposed protocols follow same CH selection proceThis maintains the distributive nature of WSN. The posi
dure, however these di"er in cluster formation, data coltion of each bacterium is described in E8). Once the
lection and transmission procedures. population of bacteria is initiated, a random vedt)
Preliminary: In LEACH|, is considered as number of corresponding to each bacterilmns created. It holds the
rounds for which a S, behaves as a CH and refers as dDNs of SNs! |, (IDN), which falls in the searching radius
rotating epoch. LEACH works for homogeneous networksR. of SN! P at whichb-th bacterium is originated. Each
and uses rotating epothto make each S a CH once bacteriumb shifts from one SN to another in search of
everyll! . rounds to guarantelg,,N average number better residual energy node in its random vectb). The
of CHs every round. Howevdrrst during the network movement process is described in E). During shifting
execution, there exists disparity of energy consumptioprocess in a random vector, bacteriostores the residual
between SNs, as each one dissipates di"erent amount efiergy of last visited SN in variabkg,y along with its
energy due to radio communication characteristics, ecculDN value. Furthermore, shifts to next SN in the random
rence of random events or morphological characteristicgector and compares its residual energy value jh.
of network bPeldSecond once network starts, homoge If the residual energy of newly visited SN is greater than
neous network also behaves as a kind of heterogeneoHg,, bacterium updates this value i) and stores the
network. With this fact, it is clear that whatever require IDN of newly visited SN and shifts to next SN for fur
ments are necessary for heterogeneous networks are atBer search. Otherwise, if the valueH;, is greater than
essential for homogeneous networks. Due to these issuti® residual energy of newly visited SN, it shifts to next
in LEACH and using same rotating epdgHor each SN SN in the random vector for further search without any
k to become CH creates imbalance in energy distributioohanges irE,,. Its complete working model is described
of the network. Furthermore, lower energy nodes will dien Algorithm#1.
more quickly and shorten network stable region. During searching of better residual energy node in a
However, consideration of residual energy paramrandom vectot (b), the average probability of a SN to
eter during CH selection can resolve this situation. Stillbecome CH is given as,
searching for actual higher residual energy nodes for CH

selection (without any randomized or estimation based _, , & °@+ 1))

algorithms) is a challenge in distributed WSNs. Resolv ' " e("(g))(r)

ing these issues, we employ our designed M-ICHB-algo &([#> , (IDN)]" ®)(r) (11)
rithm on LEACH and propose MILEACH and MIFLEACH  =!ont' ——amipNnm)

protocols that overcome these shortcomings e"ectively.

Notably, these protocols employ M-ICHB algorithm with where g([! Ev+1(|DN)]! ®)(r) denotes the residual energy of

distributed approach during CH selection procedure t%ach SN " (IDN) in a random vectdr(b) analyzed dur

overcome scalability issues of WSNSs. In proposed proto vl b
: . ng searching process ath round.e(! °(IDN denot
cols, for each SN, we choose di"erent rotating epoth INg searching process und.e(t *(IDN))(r) denotes

. D ot :
based on their residual energies that will behave as Cﬁge residual energy of SN°(IDN) at whichb-th bacterium
in each specibc roundof the network has been originated eith round. Based on EqlY), each

P ' SNk; probability based threshold value to determine whether

. to become a CH in a round is given as,
CH selection procedure 9

| I .
. . Lo fl# G
Let!; = 11", considers as an average probability of a]_(K_) — , 11" rmod X Tk 12
SN k; to become CH in; rounds. At the beginning of # k : (12)
0 otherwisi
homogeneous network, when eachlSNas same energy $

level, the average probability can be considered equiva
lent to: ,,. However, once network evolves, it behavesvhere,G represents a set of SK$i = 1,2,E ,N} that has
like a heterogeneous network in which each SN varies itsot been CH for last; rounds and eligible for the same.

residual energy. With this fact, the probability of a SNMoreover on the basis of Ed.1), the rotating epoch can
to become CH should vary dynamically for each rounde expressed as
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1 (! P(IDN))(r) 4.2.2.1 MISEP protocoHere, we demonstrate the CH selec
= s | b #(b) tion, cluster formation, data collection and transmission
i opt” &' 1.1 (IDN)]FO)(r) :
"' b (13) procedures for MISEP protocols by employing M-ICHB
=l ont" &t 2(IDN))(N) algorithm on SEP.
! P, ,(IDN)*O)(r) Preliminary: In two-level heterogeneity, SEP requires dif

ferent weighted probabilities i.e.,, and: .4, for normal
N and advanced nodes based on their initial energies during

where/! . signibes the reference rotating epoch for &S i ’ ]
CH selection process, given in Egs4)and (5),

to become a CH, which is equivalentltd .. Speciously,

for each SN the rotating epoch;, varies based on the fact Lo lopt

that higher residual energy nodes have shorter rotating epoch™ = (1 4+ " | m) (14)

i.e., higher residual nodes are eligible to work as CHs very

frequently in comparison to lower energy nodes. L ! opt
Cluster formation, data collection and transmission

procedures where,: ., denotes preferred probability of CHs in the-net

work. SNs with fraction of consist times more energy

MILEACH protocol : For each round, once CHs are than normal nodes are dePned as advanced nodes.

selected, cluster formation process starts. All non-CH nodes Proposed MISEP protocol eliminates the situation of eli"er

are required to join exactly one of the CHs as its clustegnt weighted probabilities by employing M-ICHB algorithm

member. Each cluster he@#; broadcasts an advertisementon SEP.

messageADVy, intended for the non-CH nodes to join its

cluster. On reception of this message from di"erent CHs, a CH selection, cluster formation, data collection and trans

SNk calculates its distance from each CH using RSSI valuission procedures

of ADV¢, message and joins nearest CH node. If ties occur,

any CH among them is selected. This completes the cluster In the beginning of each round, MISEP applies M-ICHB

formation phase. algorithm, where a population of bactefigearches for bet
Figure# shows an instance during clustering formation irter residual nodes in their vicinity for CH selection. Notably,

a specibc round by MILEACH. Here, BS is located at centedlespite the knowledge of varying level of heterogeneous nodes

of the beld and denoted by cross-sign Eurthermore, each in the network, M-ICHB algorithm searches better residual

CH and its cluster members (i.e., SNs) are represented Byiergy nodes using Eq8) @nd @). By employing this proce

circled star () and circle () respectively. Moreover, the dure, MISEP does not require di"erent weighted probabilities

intra-cluster communication between them is shown by bludor normal and advanced nodes. This provides a novel way

lined connectivity for data transmission. of CH selection without the need of estimation/randomized
Once clusters are formed, each SN senses its envirenmé@sed algorithms and eliminates the need of such weighted

tal surroundings for data collection and transmits its data terobabilities for di"erent level of heterogeneous nodes.

respective CH. Each CH fuses the received data from their Moreover, the probability; of a node to become CH can be

cluster members and sends aggregated data packet to the@gined from Eq.1(1) and the threshold valUgk;) for each

directly in single-hop. node can be observed from EtR)
MIrLEACH protocol : During cluster formation phase = Once CHs are selected for each round, MISEP follows

in MIrLEACH, SNs nearer to the BS do not join any CHthe same procedure for cluster formation, data collection and
and permissible to transmit their data to the BS directly iffansmission as in MILEACH protocol. . o
single hop. Rest of the cluster formation, data collection and Figures shows an instance during clustering formation in

1(1+") (15)

transmission procedures are same as MILEACH. a specibc round for two-level heterogeneous network model
by MISEP. Here, advanced nodes and normal nodes are rep
4.2.2 For heterogeneous WSNs resented by plus-) and circle () respectively, whereas CHs

are denoted by sté) mark. Rest of the features are similar
Providing extension to M-ICHB based stable protocols fof0 Fig.#.
heterogeneous networks, we have applied M-ICHB-algo Moreover, MISEP is easily extendable to the multi-level
rithm to the conventional heterogeneity based stable protteterogeneous networks. Likewise two-level heterogeneity
colsi.e., SEP and DEEC that results in MISEP and MIDEE@ase, Eqs1(l) and (2) express the weighted probability and

protocols. Their implementation procedures are discussdlireshold value of each nokgo become CH in multi-level
below. heterogeneity case.
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4.2.2.2MIDEEC protocdllere, CH selection, cluster forma Moreover, MIDEEC is easily extendable to the multi-

tion, data collection and transmission procedures for MIDEE(&vel heterogeneous networks. Likewise two-level hetero

protocol employing M-ICHB algorithm on DEEC protocol geneity case, Egsl]) and (2) express the weighted prob

are discussed. ability and threshold value of each ndelo become CH in
Preliminary: In two-level heterogeneity model, the rotatingnulti-level heterogeneity case.

probability for a SN to become CH in DEEC is given by,

| 4.3 Energy consumption model

" If‘i if k. is the normal node _ o _ _
o= g (7 ME <(r§ (16)  This section discusses the radio model used for function
i i .Dpt(l )E (r if is th d d . . ] . X X
¢ BFTIED if ki is the advanced no ing of trans-receiver circuitry for sensing, computation and

transmission on data (Heinzelman e2@0Q Smaragdakis
. . . et#al2004 Qing et#ak006.
whereF(r) represents residual energy of a 8Np) is est The energy spent by transmitter circuitry to send L-bit

mated average energy C,’f the n'etwork. o . _ data for short distanak i.e.,d ! d, using free space model
DEEC uses the varying weighted probabilities given iNg given by

Eq. (16) for normal and advanced nodes in two-level het

erogeneous networks which require initial, residual energy (Ld)= Ego.! L+11 LI
of each node, estimating average energy of network in each’s" elec fs

round and ideal network lifetime. However, these assumprhe energy spent by transmitter circuitry to send L-bit data

tions are not possible in actual deployment scenario due {gr long distance, i.e.,d > dy using multipath model is
radio communication characteristics, occurrence of randoggiven by,

events or morphological characteristics of network peld.

(17)

Furthermore, these assumption_s increage fl_mctional _corETXL(L,d) = Egee! L+ !Imp! L! d? (18)
plexity of algorithm and create interruption in producing
exact results in real deployment of WSNs. The energy spent by receiver circuitry in sensing or recep

To resolve these issues elciently, proposed MIDEECtion of L-bit data is given by,
protocol uses M-ICHB algorithm during its CH selectronERX(L) = B! L (19)

process. ) )
where,E,, symbolizes the energy consumption by trans-

receiver circuitry during radio dissipation process. Ampli
fying index: and: . based on free space and multipath
fading channel models are undertaken for consideration
depending on the respective distance between transmitter
and receiver nodes. Threshold distad¢mdicates as a ref
erence measurement in calculation of distahce

The energy consumed by each SN (i.e., non-CH node) in
a round is given as,

CH selection, cluster formation, data collection and
transmission procedures

MIDEEC applies M-ICHB algorithm in each round,
where a population of bacterRis initiated by few SNs
with probability BACT,,, Which searches for better resid
ual energy nodes in its vicinity using Eq8) &nd 4). The
probability: ; for a node to become CH is given in EQL)(
and its threshold valuE(k;) is described as Eql%). Nota

: . - PL+1 0 LT d? (20)
bly, this scheme does not require to know initial energies ofSN ~ —elec fs toCH
each node, estimation of average energy of network or ideg} o energy consumed by each CH node in a round is given
network lifetime. Additionally, it does not require di"erent ;¢
weighted probabilities of normal and advanced nodes. This _ _
simplibes the CH selection process remarkably and capatﬂ_%H -'N 1 " Egee" L+ N 1 " Epa" L

to enhance the stability region of WSNs. c . ¢ (21)
Once CHs are selected for each round, MIDEEC follows ~ *Eelec” L+ 'mp” L" g
the same procedure for cluster formation, data collection and o ) o
transmission as in MIrLEACH. Total energy dissipated in a round by the network is given
Figure® represents the similar cluster formation forby;
MIDEEC in two-level heterogeneous WSN. However; dif .
ferentiation occurs in cluster formation phase, where SNBi, =N! L! 2! Egec+ Epa
nearer to the BS do not join any CHs and send their data c
. I IO ST s N o D Y,
directly to BS. N~ mp’ TtoBS fs’ diocH

(22)
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Table2 Simulation parameters

Parameter description Value

Network peld 1! M) 100! 10077
Number of sensord\j 100

Base station location (50, 50

Initial energy of each nod&) 0.8

Energy consumption to run transmitter or receiver circ(igy,) 50nJ# /it
Energy consumption by ampliPer to transmit signal at shorter digtas)ce 10pJ! bit! P
Energy consumption by ampliPer to transmit signal at longer distapge 0.0013J! bit! m*
Data aggregation colEp,) SnJ#/Bit#/thessage
Message size ] 4000bits
Threshold distancil,) 70m

Table3 Comparative analysis for LEACH, MILEACH and 100 u u T A ™
MIrLEACH protocols in terms of FND, TND, HND and stability = = T LEACH T- 1
region 90 MILEACH . 1
- MIrLEACH * |
Protocol FND TND HND  Stability region 2 Y
8 70 : : N 1
(inrounds)  (improve % '
ment in @ 60f \‘ |
%) & [
.g 50 i 1
LEACH 790 996 1201 790 0.0 s sl { _
MILEACH 1208 1229 1238 1208 52.91 5 \
30. . . . . N . N N -
MIrLEACH 1247 1268 1278 1247 57.85 § ¥
20} \\ 4
4
where,N depicts the number of SNs uniformly distributed 10| o ]
in an area oM ! M square region¢ denotes number of 0 s s s s i s L T - =
. . 0 200 400 600 800 1000 1200 1400 1600 1800
clusters in networkgy, shows data aggregation cost spent a Number of Rounds

CH, d,.g< is the average distance between CH andiB§,
indicates the average distance between CH and its clustgg.e Number of alive nodes per round for homogeneity based
members and their values can be obtained as (Qing et#&llCHB stable protocols

2009,
M M 5.1 For homogeneous WSNs
d'[OCH =+, dIOBS: 0.765! E (23)
2lc In this section, comparative analysis of results for homoge

neity based M-ICHB stable protocols i.e., MILEACH and
MIrLEACH with LEACH is described. Various parameters
i.e., number of alive nodes per round, number of packets

received by BS, number of clusters formed per round and

This section discusses the simulated results and performaqgtteal energy consumption per round have been employed to
of proposed M-ICHB based stable protocols (i.e., MILE analyze the performance of proposed protocols.

ACH, MIrLEACH, MISEP and M”_DEEC) in comparison Figures depicts the number of alive nodes remaining at
to LEACH, SEP and DEEC by using MATLAB. The pro the end of each round and TaBle#presents the brst node

posgd protocolg are ngl—sgited for t.hose applicgtions, wherg, 4 (FND), tenth node dead (TND), half node dead (HND)
maximum ;tab|l|ty region Is the prime neces_sny of WSNand stability region for LEACH, proposed MILEACH and
For simplicity, we use ideal MAC layer and ignore S"gnalMIrLEACH protocols. Results conbrm that using M-ICHB
collision and interference e"ect in wireless Commu”icationalgorithm for CH selection on LEACH, the stability region
links. The parameters required for simulation are shown i& increased by 53% in MILEACH Th!e reasons are as fol
T_able#_(HgmzeIrr_man et#aIOQQ Qing et#al2008. E"’?Ch lows: Firstly, M-ICHB algorithm allows only high residual
simulation is carried on ten di"erent random strategies angnergy nodes to become CHs in the network. which in turn
statistics is averaged over these ten runs. delays the death rate of each SN and helps in increasing
the stability region of the WSN. Secondly, maintaining

5 Simulation results and!discussions
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24 - Copt SAtisPable, which is essential for better stability region in
l oot Il the network. With these facts, cluster size (in terms of area)
—+— MILLEACH remains small in proposed protocols (as shown in#ig.#
200 and no far distant cluster member i.e., SN exists (problem
% RAAALAAMASAAAAAAAAARAMARAAAAAS depicted in FigZ which may cause higher energy dissipa
- tion and shorten stability region as in LEACH. Due to-con
§ 161 ] stant and higher number of CHs per round, our protocols are
2 1l i capable to produce better stability region in comparison to
3 % LEACH.
§ 125 'T\ " . 5 ‘7’\* ] Figure® indicates the number of packets received by
1 PO AR W s 4 1 theBS perround till the network is alive. In MILEACH
t 4 A I AN + e ¥ and MIFLEACH protocols, BS receives number of packets
8r # * ) at higher rate because of more CHs formation per round
6 i i i i i in comparison to LEACH. As higher number of CHs in
° 10 Numbef’,f Rounds 20 2 % the network produces higher number of packets per round,

intended for the BS. This results in reception of 91 and 97%
Fig.7 Number of clusters formed per round for homogeneity basefOre number of packets at the BS respectively in compari
M-ICHB stable protocols son to LEACH. Moreover, MIrLEACH produces maximum
number of packets, because it remain alive for more number
of rounds.
optimal nurpber of CHs,, in the network helps to prolong  Figuref shows the energy consumption in consecutive
each nodeOs life in the network. In addition to MILEACHrounds for LEACH, MILEACH and MIrLEACH proto
if any SN is nearby to the BS, it communicates directly t@ols. Results show higher energy consumption in LEACH,
the BS instead of being any cluster member. This results ecause less number of CHs are formed in network. Due
MIrLEACH protocol, which improves the performance by to this, the issue of optimal number of clusteys arises
58% in comparison to LEACH. in LEACH protocol, whereas by maintainig, value in
Figure# shows the number of clusters formed in eactMILEACH and MIrLEACH protocols, energy consump
round for LEACH, MILEACH and MIrLEACH. In case tion per round is minimized. Furthermore in LEACH, there
of proposed protocols; first, number of CHs formed arexists high variation in energy consumption for consecu
almost constant for consecutive rounds in comparison tive rounds because of variation in number of CHs, whereas
LEACH because of using constant population of bacterialecting constant number of CHs per round in MILEACH
in M-ICHB algorithm for CH selection. Second, number ofand MIrLEACH, this variation is almost negligible. This
CHs per round is kept high to provide optimal CHs counshows that maintaining constant CHs count helps in pro
viding constant energy consumption per round. Moreover,

x10°

3 . . . . . , , . 0.045 ' ' : : :
- - - LEACH - + = LEACH
MILEACH —4&— MILEACH

25 MIrLEACH : 0.044r —— MIrLEACH ]

5
c 0.043} §
§ 2 1 g \ + *u ;‘\
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Fig.8 Number of packets received by the BS per round for homogerig.9 Energy consumption per rounds for homogeneity based
neity based M-ICHB stable protocols M-ICHB stable protocols
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5.2 For two-level heterogeneous WSNs

Figure#0 expresses the stability region for MISEP and
MIDEEC protocols on varying the valuesrafand: under
two-level heterogeneous WSNs. In FiD#, the value

of + is set to 1 andn varies from 0.1 to 0.9, whereas in
Fig.#0b, the value ofmis set to 0.2 and varies from 0.5 to

4. Tables#tand5 represent FND, TND, HND and stability
region for MISEP and MIDEEC protocols in comparison to
SEP and DEEC respectively for di"erent two-level hetero
geneity cases i.em= 0.zand! = 3;m= 0.Zand! = 3.5
andm= 0.4 and! = 4. Notably, the advantage of applying
M-ICHB algorithm on conventional protocols can be seen
clearly. Especially in Figl®a, the performance of MISEP
and MIDEEC is improved 52 and 21% approximately in
comparison to SEP and DEEC respectively. Additionally
in Fig.#40b, MISEP and MIDEEC perform better 46 and
11% approximately in comparison to SEP and DEEC respec
tively. Further, Fig#1 depicts number of alive nodes per
round for MISEP and MIDEEC in two-level heterogeneous
WSNs whemm = 0.zand! = 3, which outperform 30.51 and
7.14% better in stability region than SEP and DEEC respec
tively. The reasons are as follows: Firstly, due to searching
of actual high residual energy nodes for CH selection by
applying M-ICHB algorithm. Secondly, maintaining optimal
number of CHg,, helps to prolong each nodeOs life in the
network. Moreover, the performance of MIDEEC is better
than MISEP, because SNs nearby BS can directly communi

Fig.10 Number of rounds at which Prst SN dies for heterogeneitycate to the BS, which further reduce the energy consumption
based M-ICHB stable protocols in two-level heterogeneous WSNFequired for data processing by the CHs. This improves the

whenmand: are varying

MIrLEACH produces minimum energy consumption,
because nearby SNs (i.e., to BS) directly send their data tound of SEP, DEEC, MISEP and MIDEEC protocols under
BS. This further reduces the computational energy cost @fvo-level heterogeneity case (at= 0.Zand! = 3). Similar

CHs in the network.

performance of MIDEEC from others in terms of stability
region.
Figure#2 indicates the number of clusters formed in each

to homogeneous case, our MISEP and MIDEEC protocols
form almost constant number of CHs for consecutive rounds
in comparison to SEP and DEEC, because of using con
stant population of bacteria in M-ICHB algorithm for CH

selection. Furthermore, keeping higher number of CHs per

Table4 Comparative analysis

Value for heterogeneity  Protocol FND TND HND Stability region
of SEP and MISEP protocols
under two-level heterogeneity in (in rounds) (improve
terms of FND, TND, HND and ment in
stability region %)
m=0.2,: =3 SEP 1301 1385 1550 1301 0.0
MISEP 1698 1893 1923 1698 30.51
m=0.3,: =3.5 SEP 1368 1503 1669 1368 0.0
MISEP 1822 2174 2408 1822 33.19
m=0.4,: =4 SEP 1573 1677 1859 1573 0.0
MISEP 1951 2223 2426 1951 24.03
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Z?QESE gg?dpaﬁ;iéggnalygs Value for heterogeneity  Protocol FND TND HND Stability region
protocols under two-level (in rounds) (improve
heterogeneity in terms of FND, ment in
TND, HND and stability region %)
m=0.2,: =3 DEEC 1596 1761 1985 1596 0.0
MIDEEC 1710 2027 2144 1710 7.14
m=0.3,: =3.5 DEEC 1763 2027 2206 1763 0.0%
MIDEEC 1868 2214 2471 1868 5.95
m=0.4,: =4 DEEC 1871 2123 2290 1871 0.0
MIDEEC 2031 2260 2481 2031 8.55
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Fig.13 Number of packets received by the BS for heterogeneity

based M-ICHB stable protocols in two-level heterogeneous WSNs

whenmand: are varying

Fig.12 Number of clusters formed per round for heterogeneity based
M-ICHB stable protocols in two-level heterogeneous WSNs when

m= 0.Zand! = 3
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x 10 Table6 Comparative analysis of SEP and MISEP protocols under
3 multi-level heterogeneity in terms of FND, TND, HND and stability
- T TSEP region
= = = DEEC
m 251 MISEP i Protocol  FND TND HND Stability region
T MIDEEC e -
¢ - (inrounds)  (improve
§ ot SRR AR E ment in
3 Nocd %)
E rd ” -
3 Rt l SEP 1533 1931 2925 1533 0.0
g 7 MISEP 2202 2924 3078 2202 43.64
S ’ //
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ost /07 ]
/,'/ Table7 Comparative analysis of DEEC and MIDEEC protocols
Z under multi-level heterogeneity in terms of FND, TND, HND and sta
g y
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Fig.14 Number of packets received by the BS per round for hetero (inrounds)  (improve
geneity based M-ICHB stable protocols in two-level heterogeneous ment in
WSNs wherm = 0.Zand! = 2 %)
DEEC 2091 2616 2091 0.0
MIDEEC 2252 2990 2252 7.7
0.045 T T T T T
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0.044r —+— MISEP
MIDEEC in MISEP and MIDEEC protocols, the BS receives 82 and
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Figure#5 shows the energy consumption in consecutive
rounds of proposed heterogeneity based M-ICHB stable
protocols in two-level heterogeneous WSNs. Result shows
maximum energy consumption per round in SEP, because
very less number of CHs are formed in network. Due to
this, the problem of optimal number of clustegg arises
in SEP. Furthermore, SEP does not allow the formation of

Number of Rounds

Fig.15 Energy consumption per round for heterogeneity bases
M-ICHB stable protocols in two-level heterogeneous WSNs wher
m=0.zand! = 2

round resolves the issue of optimal CH captin network
same as MILEACH and MIrLEACH. With these reasons,
our M-ICHB based stable protocols have higher number ¢
CHs per round and capable to produce better stability regic
in comparison to SEP and DEEC.

Figure#3 displays the number of packets received by th
BS with varyingm and: , and Fig.#4 shows the number
of packets received by the BS per round in heterogenei
based M-ICHB stable protocols under two-level heterogene
ous WSNs (whem = 0.z and! = 3). Maintaining higher
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number of CHs per round, results in genera’Fion Qf highqfig.lG Number of alive nodes per round for heterogeneity based
number of packet rate per round for the BS. With this reasan-ICHB stable protocols in multi-level heterogeneous WSNs
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leo" Similar to SEP, DEEC also su"ers from varying number
- —ser | S of CHs in consecutive rounds. On the other hand, inereas
- - - DEEC ing number of CHs per round in DEEC, it minimizes the
5 m:EEEC 1 energy consumption as compared to SEP. Still, the scope of
rePnement persists. To improve these issues in MIDEEC,
4ar : ' ; ] we applied M-ICHB algorithm on DEEC that generates

constant as well as higher number of CHs per round. Due to

-=77 ] this, it becomes possible to achieve almost constant energy

P I Ry S consumption with reduced rate for consecutive rounds e!

, i ciently. Notably, the energy consumption is minimum in

L MIDEEC as compared to MISEP because of load reduction,

. caused by SNs nearby to BS that directly send their data to

.’ the BS in spite of any CH, lessens the extra burden of CHsO

. data processing.
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5.3 For multi-level heterogeneous WSNs
Fig.17 Number of packets received by the BS per round for hetero
geneity based M-ICHB stable protocols in multi-level heterogeneou

WSNs ?igure#G expresses the number of alive nodes per round

and Tableg#and7 represent FND, TND, HND and stability

region for MISEP and MIDEEC protocols in comparison
constant number of CHs, which in turn generates variation iwith SEP and DEEC protocols respectively under multi-
energy consumption in consecutive rounds. However, usirigvel heterogeneous WSNs. Similar to two-level heteroge
M-ICHB algorithm in SEP, MISEP resolves these issues andeity case, MISEP and MIDEEC protocols produce 44 and
capable to consume less as well as constant energy-in c@&% more stable region in comparison to SEP and DEEC
secutive rounds. because of applying M-ICHB algorithm. Figut&#ghows

the number of packets received at the BS for M-ICHB based

Table8 Comparative analysis of M-ICHB based stable protocols under di"erent level of heterogeneity in terms of FND, TND, HND and stabil
ity region

Level for heterogeneity Total amount of Protocol FND TND HND Stability
energy (J) region (in
rounds)
Homogeneous case 50 LEACH (Heinzelman et#&000 790 996 1201 790
ALEACH (Ali et#al.2008 885 1004 1108 885

ICOH2TC (Gupta and Sharn2817) 529 843 1182 529
HEED2TC (Gupta and Sharn2@17) 907 1036 1141 907

MILEACH 1208 1229 1238 1208
MIrLEACH 1247 1268 1278 1247
Two-level heterogeneous case 80 SEP (Smaragdakis et#2004) 1301 1385 1550 1301
(m=0.2,a=3) DEEC (Qing et#aR006 1596 1761 1985 1596
TDEEC (Saini and Sharn2010 1602 1769 1988 1602
SEARCH (Wang et#&015 1611 1780 1992 1611
MISEP 1698 1893 1923 1698
MIDEEC 1710 2027 2144 1710
Multi-level heterogeneous case 125 SEP (Smaragdakis et#2004) 1533 1931 2925 1533
DEEC (Qing et#aP00§ 2091 2616 3435 2091
TDEEC (Saini and Sharn2010 1632 2068 3998 1632
SEARCH (Wang et#&015 1766 2235 3272 1766
MISEP 2202 2924 3078 2202
MIDEEC 2252 2990 3291 2252

Bold values represent the better values in comparison to others
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stable protocols under multi-level heterogeneity case - LikeAkyildiz IF, Su W, Sankarasubramaniam Y, Cayirci E (2002) Wireless

wise, here also BS receives 72 and 128% higher number of Sensor networks: a survey. Comput Netw 38(4):3030422
kets in MISEP and MIDEEC t Is i . tAI| MS,#Dey T,#Biswas R (2008) ALEACH: Advanced LEACH routing
packets in an protocals in comparison to protocol for wireless microsensor networks. In: Proceedings of

SEP and DEEC respectively, due to higher CHs counts per international conference on electrical and computer engineering,
round. Furthermore, remaining alive for higher number of  pp 9099914

rounds, MIDEEC receives more packets at the BS in-confMini N, Vahdatpour A, Wenyao X, Gerla M, Sarrafzadeh M (2012)
. Cluster size optimization in sensor networks with decentralized
parison to MISEP.

cluster-based protocols. Comput Commun 35(2):207D220

Furthermore, we have compared our M-ICHB based stablénastasi G, Conti M, Di Francesco M, Passarella A (2009) Energy
protocols with some of the similar kind of protocols under  conservation in wireless sensor networks: a survey. Ad Hoc Netw
di"erent level of heterogeneity showing FND, TND, HND _ 7(3):537D568

. Lo . . Dorigo M, Di Caro G (1999) Ant colony optimization: a new meta-
and stability region in Tabl@#This describes the compara heuristic. In: Proceedings of 1999 congress on evolutionary com

tive analysis between them and concludes that our proposed putation, vol 2, pp 147001477
protocols provide better results in terms of stability region. Gaba GS, Singh K, Dhaliwal BS (2011) Sensor node deployment using
bacterial foraging optimization. In: Proceedings of international
conference on recent trends in information systems, pp 73b76
. Gupta P, Sharma AK (2017) Clustering-based Optimized HEED
6 Conclusion and!future work protocols for WSNs using bacterial foraging optimization and
fuzzy logic system. Soft Compuittps//doi.org/10.1007/s0050

In this paper, M-ICHB algorithm and a set of M-ICHB based  0-017-2837-7

tabl t | licable for both h I-Illeinzelman WR, Chandrakasan A, Balakrishnan H (2000) Energy-e!
Stable protocols applicable for both homogeneous as Well - ot communication protocol for wireless microsensor networks.

as heterogeneous WSNs have been proposed for provid |n: Proceedings of 33rd annual Hawaii international conference
ing elongated stability region in the network execution. In  on system sciences, vol 2, pp 1910

homogeneous WSNs, MILEACH and MIrLEACH protocols Heinzelman WB, Chandrakasan AP, Balakrishnan H (2002) An-appli

. . cation-specibc protocol architecture for wireless microsensor net
are designed, whereas heterogeneous WSNs consist MISEP | o« |EEE Trans Wirel Commun 1(4):660D670

and MIDEEC protocols. These protocols employ proposedaraboga D, Basturk B (2007) A powerful and elcient algorithm for
M-ICHB algorithm based on bacterial foraging optimization ~ numerical function optimization: artibcial bee colony (ABC) algo
technique for CH selection procedure in WSNs. M-ICHB__ fithm. J Glob Optim 39(3):459D471

| ith h fficient Its i hi f act Faraboga D, Okdem S, Ozturk C (2012) Cluster based wireless sensor
algorithm shows efficient resulis In searching of actua network routing using artibcial bee colony algorithm. Wirel Netw

higher residual energy SNs for CH selection in the network  18(7):847D860
without depending on any kind of estimation/randomizedennedy J, Eberhart R (1995) Particle swarm optimization. Proc IEEE
algorithms, generally required in distributed architecture Int Conf Neural Netw 4:194201948

- . Kumar N, Tyagi S, Deng D-J (2014) LA-EEHSC: learning automata-
of WSNs. Simulation results show that MILEACH and based energy e!cient heterogeneous selective clustering for wire

MIrLEACH are able to improve the stability region 53 and  |ess sensor networks. J Netw Comput Appl 46:264D279
58% and number of packets received at BS by 91 and 97%Q, Cui L, Zhang B, Fan Z (2010) A low energy intelligent elus

respectively in comparison to LEACH. Moreover, MISEP tering protocol for wireless sensor networks. In: Proceedings of
. o . international conference on industrial technology (ICIT), IEEE,
and MIDEEC improve 52 and 21% in stability region and 82 pp 167501682

and 188% in number of packets received at BS in compatiin H, Wang L, Kong R (2015) Energy elcient clustering protocol
son to SEP and DEEC protocols. This conbPrms the-e"ec  for large-scale sensor networks. IEEE Sens J 15(12):7150D7160

tiveness of M-ICHB algorithm implementation in stability Lindsey S, Raghavendra CS (2002) PEGASIS: Power-elcient-gath
ering in sensor information systems. Proc Aerosp Conf IEEE

based clustering protocols for both homogeneous as well as 5.115551130
heterogeneous WSNs with distributive nature. Liu Z, Zheng Q, Xue L, Guan X (2012) A distributed energy-elcient
In future, the proposed work can be extended by including clustering algorithm with improved coverage in wireless sensor

secure data transmission features, fault detection and tolerant networks. Future Gener Comput Syst 28(5):780D790
(e L Mhatre V, Rosenberg C (2004) Design guidelines for wireless sensor
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